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Segmentation of M-FISH Images for Improved
Classification of Chromosomes With an Adaptive
Fuzzy C-means Clustering Algorithm
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Abstract—An adaptive fuzzy c-means algorithm was developed
and applied to the segmentation and classification of multicolor
fluorescence in situ hybridization (M-FISH) images, which can
be used to detect chromosomal abnormalities for cancer and ge-
netic disease diagnosis. The algorithm improves the classical fuzzy
c-means algorithm (FCM) by the use of a gain field, which mod-
els and corrects intensity inhomogeneities caused by a microscope
imaging system, flairs of targets (chromosomes), and uneven hy-
bridization of DNA. Other than directly simulating the inhomo-
geneousely distributed intensities over the image, the gain field
regulates centers of each intensity cluster. The algorithm has been
tested on an M-FISH database that we have established, which
demonstrates improved performance in both segmentation and
classification. When compared with other FCM clustering-based
algorithms and a recently reported region-based segmentation and
classification algorithm, our method gave the lowest segmentation
and classification error, which will contribute to improved diagno-
sis of genetic diseases and cancers.

Index Terms—Adaptive fuzzy c-means (AFCM) clustering,
background correction, image segmentation, multicolor fluores-
cence in situ hybridization (M-FISH) image classification.

1. INTRODUCTION

ULTICOLOR fluorescence in situ hybridization

(M-FISH) is a combinatorial labeling technique that is
developed for the analysis of human chromosomes [1], [2]. The
technique has been used for the characterization of chromoso-
mal translocations, to search for cryptic rearrangements, and to
study mutagenesis, tumors, and radiobiology [3]. In this technol-
ogy, chromosomes are labeled with five dyes and a DNA stain
known as 4’-6-diamidino-2-phenylindole (DAPI) that attaches
to DNA and labels all chromosomes. A fluorescent microscope
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Fig. 1. Twenty-four classes of chromosomes are classified from the five-
channel spectral images; each class of chromosome is displayed with a different
pseudocolor. This pixel-wise classification technique is called color karyotyp-

ing.

that is equipped with a filter wheel is used to capture the chro-
mosome images. Each dye is visible in a particular wavelength
and can be captured by the use of a specific filter. Therefore,
M-FISH signals can be obtained as multispectral or multichan-
nel images, in which a chromosome was stained to be visible
(signed as “1”) or not visible (signed as “0”). For a number n,
the number of Boolean combination is 2". Hence, five spectra
are sufficient to distinguish the 24 classes of chromosomes in
human genome. In addition to that, DAPI is used to counterstain
each chromosome such that all of the chromosomes are visible in
a DAPI channel. By simultaneously viewing six different chan-
nel images, pixel-wise classification of human chromosome is
possible. This technique is also called color karyotyping in cy-
togenetics [1]. Fig. 1 shows an example of M-FISH images of
a male cell, where 22 autosomes and both sex chromosomes
are classified from a five-channel spectral image data and are
displayed by the use of 24 pseudocolors. For a normal cell, each
chromosome should be painted with the same color. Otherwise,
it indicates that chromosomal abnormalities might exist, which
are associated with certain genetic diseases and cancers.

The detection of chromosomal abnormalities depends on ac-
curate pixel-wise classification techniques. Even though many
attempts have been made to automate image analysis proce-
dure [4]-[9], the reliability of the diagnosis technique has not
reached the level for clinical use due to a number of factors
that include nonhomogeneity of staining, variations of inten-
sity levels within and between image sets, and emission spec-
tral overlaps between fluorophores [8]-[11]. The sizes of the
misclassified regions are often larger than the actual chromo-
somal rearrangements or lost, which often lead to incorrect
interpretation by cytogeneticists. To improve the detection of
chromosomal abnormalities for clinical diagnosis, accurate seg-
mentation and classification algorithms have to be developed.
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In this paper, an adaptive fuzzy c-means (AFCM) algorithm
was developed and applied to the classification of M-FISH im-
ages by considering intensity inhomogeneities, which often exist
in the images. Different from the previous AFCM algorithm that
is proposed for MRI image analysis [12], [13], we proposed an
improved AFCM classification method (IAFCM) with a new ob-
jective function, which yields better background compensation
and results in improved chromosome segmentation and classifi-
cation. This is also different from other FCM-based algorithms,
which directly simulate the bias field [14]-[17].

II. RELATED WORK

The algorithms for classification of M-FISH images can be
categorized into two groups: the pixel-by-pixel classification
[18]-[22] and the region-based classification [7], [8], [23]-[26].
In the pixel-by-pixel classification algorithms, even with pre-
processing and postprocessing, the classification accuracy is
still not high enough (less than 90%) [4], [7], [9], [22], [26]. It
was shown in [7] that the pixel-by-pixel classification was dom-
inated by image inhomogeneities, and the average classification
accuracy was only 68% with a standard deviation of 17.5%.
In a recently proposed multichannel region-based method by
Karvelis et al., the overall chromosome classification accuracy
reaches 82.4% + 14% for the database built by us [27]. How-
ever, these existing methods still cannot have sufficient accuracy
for clinical use [7], [8], [23]-[26].

Among many factors that cause uneven distributed intensities
in M-FISH images, there are three important ones.

1) System error caused by the microscope system: Because
of the optical imaging, a microscope image always has a
much brighter center than its surroundings. As a result, the
intensities of chromosomes at the surroundings are much
lower than those at the center.

2) The flair effects of the chromosomes: Background intensity
near the chromosome cluster is usually higher than that of
the areas far away from the chromosome cluster [4]. Be-
cause of this reason, the background near a chromosome
may be clustered as “target” rather than background.

3) The uneven hybridization within a chromosome: Because
of this reason, the intensity of the same chromosome may
vary greatly. These undesired intensity inhomogeneities
would affect subsequent classification accuracy.

In order to avoid the influences of background inhomogeneity
on the segmentation and classification of chromosomes, sev-
eral region-based segmentation and classification algorithms
were developed [23], [24], which require the proper setting
of complicated parameters. Recently, Karvelis er al. proposed
a multichannel-region-based segmentation and classification
method [8], [25], [26]. Different from the pixel-by-pixel classi-
fication, this method took the spatial context into consideration
and achieved an overall accuracy as high as 89% on nonover-
lapping chromosome images and 82.4% for the whole dataset
by the use of an M-FISH chromosome image database es-
tablished by us [27]. However, their methods still depend on
preprocessing or postprocessing steps to overcome the overseg-
mentation problems. In addition, they used Otsu’s method for
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the segmentation of DAPI channel image to find the chromo-
some region, which has been proven to not be reliable in this
paper.

Our recent work has shown that fuzzy c-means (FCM)
clustering-based algorithms can provide classification accuracy
as high as over 89% [19]-[21]. The FCM can be obtained by
the minimization of the following objective function [28]:

NC
Jrom = ZieD Zk:l uly llyi — e |l M

subject to

NC

Do ik =1 @

where u;;; is the membership function with values between 0
and 1; ¢}, is the cluster center; ¢ is a weighting exponent on each
fuzzy membership and determines the amount of fuzziness; D is
the area of image; NC is the number of clusters; ||*|| = /(*, *);
and (a, b) represents the inner product of vectors a and b.

There have been many improvements over the classical FCM
algorithm [12]-[17]. Most of those improvements focused on
simulation and correction of the slowly changing bias field of
an image and were mostly applied to MRI processing, which
produced improved image segmentation results.

Among improved FCM methods, Pham and Prince [12], [13]
proposed an AFCM method that used a gain field to modify the
centers of each cluster and to compensate the slowly changing
inhomogeneities effects. In their method, they employed the
energy of the first and second derivatives of the gain field to
control the smoothness of the gain field. The objective function
that they proposed could be expressed by

NC
2
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where G' = {g;} is the gain field, and (G/)” and (G)* are the
energies of the first and second derivatives of the gain field,
respectively, which are used to control the smoothness of the
gain field. For the definition of other parameters in (3), see [12]
and [13].

The AFCM algorithm that is proposed by Pham and Prince
took the spatial context of the image into consideration, which is
desirable for compensating background inhomogeneities. The
work has shown that AFCM segmentation yields lower error
rates than that of the classical FCM algorithm when segment-
ing MR brain images with intensity inhomogeneities [12], [13].
However, when applying this algorithm to an M-FISH image,
we found that the shape of a gain field is not always effective
to compensate the intensity inhomogeneity. When the gain field
is too sharp, it fails to compensate the slow changes (intensity
inhomogeneities that are caused by uneven illumination); when
the gain field is too smooth, it fails to correct the local changes
(intensity inhomogeneities that are caused by the flair effects of
the chromosomes and the uneven hybridization within a chro-
mosome). Thus, a gain field that can compensate both the local
intensity changes and the slow intensity changes is desirable. In
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addition, the method that they proposed takes very long compu-
tational time in each of its iteration (90 s by the use of a laptop
with dual CUP T3400 at 2.16 GHz and RAM of 4 GB, com-
pared with 14 s by the use of our proposed method), because it
involves the solution of large-scale differential equations.

In this paper, an IAFCM segmentation algorithm was in-
troduced and applied to the classification of M-FISH images.
Different from the existing AFCM algorithm that is discussed
earlier, the proposed IAFCM algorithm used a new objective
function with a different regulation term, which appears to be
more effective in controlling the shape of the gain field. Both
AFCM and the proposed IAFCM in this paper are seeking an op-
timum gain field that can compensate the background intensity
inhomogeneity. The difference is that the IAFCM we proposed
in this paper employed the variances of a given point to its local
area as a regularization term in controlling the gain field, while
AFCM used the energy of first and second derivatives of a given
point for the regularization, as is shown in (3). In our [AFCM
algorithm, the regularization term uses the approximation of
the first-order derivative with a filter, which can preserve the
shape of the gain filed while suppressing noise. In addition, the
proposed algorithm avoids solving large differential equations
and gives much faster computational speed. In order to evaluate
the performance of the algorithm, we compared it with FCM,
AFCM, Otsu’s method, and a recently reported region-based
method for M-FISH image segmentation and classification al-
gorithm using the same database established by us [12], [13].
Results from the testing of our database have shown that IAFCM
increased both the segmentation and classification accuracy.

III. IMPROVED ADAPTIVE FuzzYy C-MEANS-BASED
MULTICOLOR FLUORESCENCE in situ HYBRIDIZATION
IMAGE SEGMENTATION AND CLASSIFICATION

A. Formulation of Improved Adaptive Fuzzy C-Means

The objective function of the proposed IAFCM is introduced
as follows:

NC
Jiarem = ZieD Zk:l uly ly: — gice |
Yy (g - (Hxg),)’ “)

where u;;, is the membership function with positive values be-
tween 0 and 1; y; is the observed image intensity at location
i; ci is the cluster centers; ¢ is a weighting exponent on each
fuzzy membership, which determines the amount of fuzziness;
D is the whole area of image; NC is the number of clusters;
{gili € D} is the gain field to be found; and H is a (2r +
1)*(2r 4 1) average convolution kernel given by

1.1
H=1/N|: 1 (5)
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where N = (2r + 1)x(2r + 1) is the number of pixels within
area D;,.. Let us write the regulation term in (4) as J¢ in

Jo =3 (9~ (Hxg)) (©6)

and define the modified FCM objective function Jy as
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Thus, (4) could be rewritten as follows:
Jiarom = Jy +AJg. 3

The regulation term J¢ is different from that was used by
Pham and Prince’s work [12], [13], as explained earlier. Con-
trolled by the coefficient A, J regularize the shape of the gain
field.

B. Algorithm of Improved Adaptive Fuzzy C-Means

In Pham and Prince’s work, large coefficients A for regulation
term Jo were selected, and then, the optimum algorithm was
developed to find g;, ¢, and u;;; such that Jia poy is minimized.
In this paper, the objective function that is given by (8) is taken as
aconditional minimization problem with the constraint function,
which can be formulated as Lagrange multipliers form as J¢.
To solve this conditional minimization problem, a necessary
condition is that the gradient is zero
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By substitution of (13) into (12), (12) can be rewritten as
follows:

C
_ 25:1 ul, (yi, Cr)
= NG :
> k=1 Uiy, (Cr, Cy)
The solution of (10), (11), (13), and (14) gives the optimum

value of (u;1, gi, cx), which lead to the algorithm described as
IAFCM.

gi (14)



Fig.2. Segmentation of M-FISH images at each channel. (a)—(e) Segmentation
results for channels (1)—(5); (f) segmentation result of the DAPI channel.

IAFCM Algorithm:
1) Initialize g; with 1 (i = 1,..., N) and cluster centers ¢y,
(k =1,..., NC) with random values within the image

intensity, where NC is the number of clusters.

2) Update the membership function u;; by using (10).

3) Update the cluster centers Cj, by using (11).

4) Calculate the gain field g; by using (14).

5) Update the gain field g; by using (13).

If the maximum change of u;; < tolerance U and the max-
imum change of g; < tolerance G, break. Otherwise, go to
step 2).

In our paper, the classification of the 24 classes of chromo-
somes was realized by two steps: first, we segmented each of
the five channels into two clusters (background and foreground);
second, we employed the combinatorial labeling technique to
assign the class labels to each pixel (see the following section
for more details). Thus, for the segmentation stage, we took
NC = 2, tolerance U = 0.01, and tolerance G = 0.1. The initial-
ization of this improved FCM algorithm does not need special
treatment, as is stated in step 1).

C. Image Classification

According to the combinatorial labeling technique that is de-
veloped for the analysis of human chromosomes [1], [2], once
images of each channel were correctly segmented, the classifi-
cation can be easily performed by the use of the binary combina-
tion. In this paper, the DAPI channel image was first segmented
with the JAFCM algorithm to generate a chromosome mask.
The mask was then applied to all other five channels so that the
same background (i.e., nonchromosome regions) were identi-
fied. After image segmentation, each pixel in an M-FISH image
setis labeled as x; = [x;1, X;2, Xi3, Xj4, X;5], Wwhere x;; € {0,1},
i=1,2,...,N;j=1,...,5; and N is the number of pixels in
the image. Class label will be assigned to each pixel according
to the binary table. For example, pixels that are labeled as [0,
0, 0, 0, 1] will be set as class 1; pixels that are labeled as [0,
0, 0, 1, 0] will be set as class 2, etc. Fig. 2 gives an example
of the segmentation stage of M-FISH images for each channel.
In Fig. 2, pixels of the green circled chromosome [see Fig. 2(e)
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TABLE I
SEGMENTATION RESULTS FROM IAFCM, AFCM, FCM, OTSU’S METHODS
AND THE REGIONAL SEGMENTATION METHOD

Methods IAFCM AFCM FCM Otsu Regional Regional
(# of (120) (120) (120) (120) (15) (183)
images)

CR(%) 89.5+10.5 96.5+4.6 92.0+8.4 | 89.1+9.2 83.6+9.9 82+12
FR(%) 3.6+2.8 20.9+12.9 9.7+£7.7 11.748.7 NA NA

and (f)] will be assigned as class 1 since they are labeled as [0,
0,0,0,1].

IV. RESULTS

M-FISH images from M-FISH database [27] of 20 cells (9
males and 11 females) with 120 images were tested, and the re-
sults of both image segmentation and classification were com-
pared over the proposed IAFCM algorithm and two existing
algorithms, i.e., AFCM and FCM methods. In addition, Otsu’s
segmentation [29] results and the segmentation and classifica-
tion results that use the same database reported by Karvelis
et al. were also listed for the purpose of comparison.

A. Image Segmentation Results

The segmentation of M-FISH images by the use of our pro-
posed IAFCM followed the steps that are described in Section
III-C, which generated the mask using DAPI channel image
first followed by the segmentation of five other channels. The
performance of the segmentation was evaluated with the cor-
rect detection rate (CR) and false detection rate (FR), which are
defined by the following equations:

CR — # chromosome pixels correctly segmented

15
# total chromosome pixels (15

FR — # background pixels segmented as chromosome

. - (16)
# total chromosome pixels

From the definition of CR and FR, it can be seen that a
good segmentation should give a higher CR but a lower FR. We
calculated these values from 20 cells with 120 with four different
methods, and the results are listed in Table 1. In Table I, the
segmentation results of Otsu’s method and the results recently
reported by Karvelis et al. [8], [25], [26] were also listed, which
tested on the same database that we established by the use of a
region-based segmentation method.

It was reported by Karvelis et al. [8], [26] that the CR was
83.59% =+ 9.89% for 15 none overlapping M-FISH images,
and 82% =+ 12% when the number of M-FISH images is 183
(excluding 17 images from the 200 image sets, which were
reported as “difficult to karyotype”). In addition, the IAFCM
outperformed AFCM and FCM methods by giving lowest FRs.
FR was not reported in the Karvelis et al. work.

Fig. 3 gives an example of the segmentation results from the
four methods. In Fig. 3, we could see that the result of using
IAFCM [see Fig. 3(c)] is much better than those of AFCM,
FCM, and Otsu’s methods as in Fig. 3(d)—(f), since IAFCM gives
lowest FR with a relative high CR. Furthermore, by comparing
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Fig. 3.

Comparison of FR and CR among four methods. (a) DAPI channel.
(b) Ground truth. (c) IAFCM with CR = 87.20%, FR = 8.25%. (d) AFCM with

CR = 92.73%, FR = 27.03%. () FCM with CR = 92.20%,
(f) Otsu’s method with CR = 92.73%, FR = 25.38%.

FR = 24.58%.

the circled areas in Fig. 3(a) and (c), we can see that IAFCM
is not oversegmented. The AFCM, FCM, and Otsu’s methods
achieved relative higher segmentation CR by less segmentation
(high FR), which will not work in the following cases that are
shown in Fig. 3 [see the red circled area in Fig. 3(d)—(f)].

To further compare the difference between each segmentation
method, we designed an experiment, in which a chromosome
with low intensity (around 60) was added into the original DAPI
channel (indicated in Fig. 4(a), red-circled area C) in such a way
that its intensity contrast to its local background was about the
same as that of area A. Therefore, when the chromosomes at
area A were segmented, the chromosome at C should also be
segmented because they have similar local contrasts.

As shown in Fig. 4(a), although the intensity of the chromo-
some at location C was low, it should be clearly identified by
a trained cytogeneticist. Fig. 4(b) shows the segmentation re-
sults from the FCM method, in which the chromosomes in both
area C and area A were almost lost. This is due to the fact that
FCM-based segmentations are dependent on intensity at a sin-
gle pixel. The AFCM-based segmentation result [see Fig. 4(d)]
is relatively better than FCM-based method. It covers the chro-
mosome at area A by taking spatial contextual information into
consideration. Fig. 4(c) shows the gain field generated by the
AFCM method, which corrected part of the inhomogeneities.

(e) (f)

Fig. 4. Segmentation results from methods of FCM, AFCM, and IAFCM.
(a) DAPI channel. (b) FCM segmentation result. (¢) Gain field G of AFCM.
(d) AFCM segmentation result. (¢) Gain field G of IAFCM. (f) IAFCM seg-
mentation result.

However, it failed to find the whole chromosome at area C [see
Fig. 4(d)]. The IAFCM segmentation result [see Fig. 4(f)] not
only found the chromosomes at area C and area A but “cleaned
up the mess” that existed in two other methods as well [see the
red circle in the area of B in Fig. 4(f)]. This might be because the
gain field [see Fig. 4(e)] in the IAFCM method is better shaped
than that of AFCM, which compensates both macroscopical
intensity variations and local intensity changes.

B. Multicolor Fluorescence in situ Hybridization
Images Classification Results

After the image segmentation, each pixel at position i was
assigned with a five-dimensional feature vector x; = [x;1, X;9,
X;3,X;4,X;5 ] from the five color channels. Then, class labels were
assigned according to the combinatorial labeling table [1], [2].

The chromosome classification accuracy of IAFCM was com-
pared with that of AFCM and FCM, which showed a signifi-
cant difference with p-values of 0.018 and 0.069, respectively.
Table II gives the classification ratios of three methods for the
20 tested cells with 120 images, which are representative in our
database. Considering that most of the pixels in the image are in
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TABLE II

AND FCM-BASED CLASSIFICATION ALGORITHMS

Results IAFCM AFCM FCM

N.O. classification classification classification
ratio (%) ratio (%) ratio (%)

1 95.5 93.9 91.7
2 91.5 87.5 88.0
3 97.0 93.8 93.4
4 85.9 83.0 84.2
5 96.7 90.5 94.5
6 84.2 76.6 83.9
7 82.7 81.9 59.7
8 93.1 81.5 74.1
9 93.1 84.6 78.5
10 90.4 85.6 88.9
11 89.4 83.7 81.4
12 93.2 89.5 96.6
13 87.2 77.9 87.7
14 83.1 91.7 88.8
15 85.9 82.3 78.6
16 79.4 79.8 79.5
17 80.4 82.3 86.5
18 91.7 84.1 90.5
19 81.7 73.6 79.2
20 87.9 79.7 77.0
Ave. 88.5 84.2 84.1
Std. 5.5 5.6 8.5

the background (which can be defined as a separate class), we
only classify pixels in the chromosome region (24 classes) to
evaluate the performance of each algorithm. The classification
ratio is defined by

Classification ratio
_ # chromosome pixels correctly classified

17
# total chromosome pixels a7

We have tested and compared these approaches with our es-
tablished M-FISH image datasets [27]. Fig. 5 gives an example
of classification results for one M-FISH dataset tested.

V. DISCUSSION AND CONCLUSION

In chromosome classification with M-FISH imaging, image
segmentation is one of the most important steps. In order to
increase the classification accuracy, image segmentation has to
be improved, which would otherwise significantly affect the
subsequent classification accuracy.

An important factor that influences the accuracy of image seg-
mentation is the intensity inhomogeneity or the so-called shad-
ing artifacts. In microscope chromosome images, these shad-
ing artifacts mainly come from the image acquirement, uneven
hybridization, and chromosome flairs. Many background cor-
rection methods have been developed and applied to M-FISH
chromosome segmentation [4], [9], [22]. Recently, Karvelis
et al. developed a region-based image segmentation algorithm
to avoid the influence of shading artifacts [8], [26]. There are
also algorithms developed in MRI processing that can per-
form background correction and image segmentation simul-
taneously [12]-[17]. However, those algorithms mainly focus
on the correction of inhomogeneous background that smoothly
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(d)

Fig.5. Classification results for the one M-FISH data tested. (a) Ground truth.
(b) IAFCM result. (¢) AFCM result. (d) FCM result.

and slowly vary through the image space. For the local uneven
intensity variations within and around the chromosomes, which
are caused by uneven hybridization and chromosome flairs, we
need a better shaped gain field to simulate and compensate in-
tensity inhomogeneity during the image segmentation process.
Instead of simulating the background directly, the gain field in-
troduced in [12] and [13] compensated the intensity variation by
modifying the centers of each cluster, which showed advantage
in image segmentation. However, it used only the information
of nearest neighbors of a pixel in the regularization term to con-
trol the shape of the gain field. Our proposed IAFCM clustering
algorithm also used the gain field but with an improved regu-
larization term for the gain field [see (6)]. Instead of using the
energy of first and second directives of the gain field to con-
trol the gain field shape, we used the approximation of the first
derivative with a filter, which can preserve the shape of the gain
filed while suppressing the noise.

The selection of filter size r (the radius of local area D;,.) is
dependent on the desired target size for which the intensity vari-
ation is supposed to be compensated. When r is small, the shape
of the gain field will be sharp, and a more detailed background
will be compensated. On the other hand, when r is big, the shape
of the gain field will be smooth, and slow change of background
through large regions will be better corrected. When r = 7.«
that makes D;, = D, the gain field will be the whole image
plane, and the IAFCM method will become the FCM method.
In this paper, we have found that » = 30 works well for all the
images in our database [27].

Our experiment showed that the proposed IAFCM algorithm
has the advantages over AFCM, FCM, and Otsu’s methods in
image segmentation with a lowest false detection ratio. In addi-
tion, for the 20 cells with 120 images tested, it gave higher chro-
mosome segmentation accuracy than that of the region-based
segmentation method, which is recently proposed by Karvelis
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et al. [8], [26] (the CR was 83.59% + 9.89% for 15 none
overlapping M-FISH images, and 82% =+ 12% when the num-
ber of M-FISH images is 183).

Although the proposed IAFCM method gave the highest
classification accuracy among the existing classifiers tested, it
has not employed any preprocessing and postprocessing steps.
Some postprocessing methods such as the joint segmentation-
classification that is proposed by Schwartzkopf et al. [7] and
preprocessing methods such as the color compensation that is
proposed by Choi et al. [9] can be incorporated to further in-
crease the classification accuracy.
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